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Lipids, Lipoproteins,
and Cardiovascular
Risk Factors

Effect of Analytical Error on the Assessment of
Cardiac Risk by the High-Sensitivity C-Reactive
Protein and Lipid Screening Model

JoHN MIDDLETON

Background: Several prospective epidemiologic studies
have demonstrated that high-sensitivity C-reactive pro-
tein (hsCRP) is an effective serum marker for cardiac
risk assessment. When hsCRP is considered in conjunc-
tion with traditional lipid screening, its clinical utility is
further increased. In this report, hsCRP, HDL-choles-
terol (HDLC), and total cholesterol (TC) assay impreci-
sion is evaluated in terms of the impact on the cardiac
risk assessment process.

Methods: Cardiac risk assessment events were simu-
lated using software written in Visual Basic for Appli-
cations with Microsoft Excel. Representative sets of
analyte concentrations were used for true patient cardiac
marker values. Monte Carlo simulations about the
marker values were run using assay SD estimates based
on College of American Pathologists surveys and jour-
nal articles.

Results: Risk distributions for reasonable assay impre-
cision showed clinically significant variation. Estimated
relative risks of cardiovascular disease using the
Ridker-Rifai quintile model varied by as much as 2.5-,
3.5-, and 6-fold for conditions of low, medium, and high
laboratory test imprecision, respectively. The true rela-
tive risks were underestimated by >25% in 3%, 6.7%,
and 10.5% of cases under conditions of low, medium,
and high laboratory test imprecision, respectively, and
overestimated by >25% in 4.4%, 8.5%, and 11.1% of
cases under those conditions.

Conclusions: Use of the Monte Carlo simulation
method as a tool to assess the impact of analytical
variation on the clinical decision-making process is
valuable. From this analysis, it is shown that multiple
measurements of HDLC may reduce misclassifications
that result from assay imprecision. This is most impor-
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tant when using HDLC assays that include sample
preparation with 500 000 molecular weight dextran sul-
fate. For these assays the total assay method SDs are
higher than for other assay methods. In addition, as
demonstrated by a propagation of error analysis, HDLC
has the largest component of overall error in the relative
risk estimate. Under conditions of typical TC and
hsCRP assay performance, replication of these assays is
less important.

© 2002 American Association for Clinical Chemistry

Coronary heart disease is the major cause of death in the
industrialized world. Traditionally, cholesterol screening
has been used as a tool to identify individuals at increased
risk of developing future coronary events (1). However,
nearly 50% of the time, these methods have not been able
to identify individuals who develop myocardial infarction
when cholesterol concentrations are normal moderately
increased. Recently the situation has been improved with
the discovery that high-sensitivity C-reactive protein
(hsCRP)' is also a good prognostic indicator of future
coronary events (2-4). Ridker and Rifai (5) have pub-
lished a mathematical/statistical model relating the quin-
tile position of the total cholesterol/HDL-cholesterol
(TC/HDLC) ratio and hsCRP to cardiac risk. When
hsCRP is considered in conjunction with the TC/HDLC
ratio, the clinician’s ability to assess relative risk (RR) of
future coronary events is greatly improved. Of course, the
issues of biological and analytical variation have to be
considered when applying this model.

It has been established that biological variability for the
traditional lipids is an important component in the total
variation of those analytes (6). Cooper et al. (6) cited
intraindividual biological variations for TC, HDLC, LDL-
cholesterol, and triglycerides that comprise >50% of the

! Nonstandard abbreviations: hsCRP, high-sensitivity C-reactive protein;
TC, total cholesterol; HDLC, HDL-cholesterol; RR, relative risk; and CAP,
College of American Pathologists.
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total within-individual variation. For hsCRP, biological
variability is also of concern. In a study investigating the
effects of Pravastatin on hsCRP concentrations, intraindi-
vidual temporal stability of hsCRP was demonstrated (7).
In another study evaluating intraindividual variation,
investigators suggested that the magnitude of hsCRP
intraindividual variation is such that hsCRP assays have
limited clinical utility (8). The focus of this effort, how-
ever, was on the analytical component of the total varia-
tion.

Monte Carlo simulation techniques have been used
successfully to assess the impact of analytical variation.
Boyd and Bruns (9) used this method to study the
variation of analytical performance of glucose meters in
the context of insulin dosing. Bennett et al. (10) studied
the role that analytical error has on the impact of choles-
terol measurements within the National Reference
Method Laboratory Network. The simulation technique is
used here to explore the impact of analytical variation of
TC, HDLC, and hsCRP assay results on the cardiac risk
assessment process as defined by the Rifai-Ridker model.

Materials and Methods

To simulate the analytical variations about a set of prese-
lected values for TC, HDLC, and hsCRP, Monte Carlo
simulation software was written in Visual Basic for Ap-
plications within Microsoft Excel. It was assumed that the
analyte results were distributed normally. The random
normal numbers were generated using Eq. 1 below, where
U, and U, come from uniform distributions that vary in
the range from 0 to 1 (11). For the simulated distributions,
normality was confirmed with Pearson x* tests:

Normal value = (—2InU,)" 2COS(27U,) 1)

The simulation input parameters included analyte target
values and their respective SDs. The target values came
from a representative sample from the Rifai-Ridker RR
model. The quintiles chosen for analysis shown in Fig. 1
have their risk values bolded. Because men and women
show only small differences in their quintile ranges for
TC/HDLC, the ranges for men were used in the simula-
tions. Total precision estimates, excluding preanalytical
variation and contributions from random interferences
(12), were made for each of the assays. The estimates for
each assay were broken down into low, medium, and
high imprecision values, and simulations were performed
for each of the three conditions. Extremely low or high
imprecision values were not used for simulation because
they did not represent realistic scenarios.

TC PRECISION ESTIMATES

For TC, the assay SDs used in the simulations were based
on College of American Pathologists (CAP) 2001 C-A
survey results. Because the “all method principles all
instruments” CVs reported in the survey results were
small (=3%), between-manufacturer variation was not an
important consideration for this assay. To obtain reason-
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relative.risk

QUINTILE hs—CRP {mg/L)

TC/HDL (Women) IC/HDL (Men)

1 0.1 - 0.7 <3.4 <3.4

2 0.7 - 1.1 3.4 - 4.1 3.4 - 4.0
3 1.2 - 1.9 4.1 -~ 4.7 4.0 - 4.7
4 2.0 - 3.8 4.7 - 58 4.7 - 5.5
5 3.9 - 15.0 >5.8 >5.5

Based on Figure 2 in Clinical Chemistry 2001;47: 29.

Fig. 1. RR factor vs quintile position of hsCRP and the TC/HDLC ratio.

The bold values correspond to the quintile positions chosen for simulation.
Adapted from Fig. 2 in Rifai and Ridker (16).

able estimates of low, medium, and high imprecision, the
“within-method within-instrument” SDs were chosen as
estimators for total assay SD. For each of the five survey
samples, the survey precision results were ranked from
smallest to largest. Low, middle, and high (90%, 50%, and
10% ranks, respectively) SDs were selected [supplemental
Table 1 (supplemental Tables 1-5 can be accessed in the
data supplement posted with the online version of this
article at www.clinchem.org/content/vol48/issuell/)].
These data were then used to construct SD-vs-concentra-
tion line equations by linear regressions (Fig. 2). For the
Monte Carlo simulations, a 200 mg/dL TC value was
chosen. This is reasonable because what we are exploring
is TC/HDLC variation throughout the clinical range of
TC/HDLC. Different TC/HDLC targets may be achieved
by fixing TC concentrations and varying HDLC concen-
trations. The 200 mg/dL TC value was chosen at the
center of the concentrations spanned by the CAP survey.
The lowest survey sample, LP-01, is at 150-mg/dL,
whereas the highest (LP-05) is at 250 mg/dL. The TC SD
at 200 mg/dL was calculated using the abovementioned
line equations.

HDLC PRECISION ESTIMATES

For the HDLC SDs, CAP data were also used. Unlike TC,
there are several different methods reporting results in the
surveys, with “all method principles all instruments” CVs



Clinical Chemistry 48, No. 11, 2002

TC STANDARD DEVIATIONS
CONC. LOW MED. HIGH
150.6 34 39 54

168.8 34 42 60

193.6 4.1 50 7.0
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Fig. 2. SD vs TC concentration (mg/dL) with CAP data.

The line equations were used to calculate the TC SD estimates for the low (®; R?
= 0.958), medium (m; R? = 0.982), and high (A; R? = 0.884) imprecision
conditions.

ranging from 6.1% to 8.4%. Because of the relatively large
between-manufacturer variation, the (within-method/all
instruments) SDs were selected as estimators of total
HDLC SD. These SDs were sorted from lowest to highest,
and low, middle, and high values were selected (supple-
mental Table 2). Unlike TC, the middle values for HDLC
did not correspond to a 50% ranking. This is because high
SDs, corresponding to the HDLC methods that use a
500 000 molecular weight dextran sulfate sample prepa-
ration step, skewed the distribution. The selected SD/
concentration data were then used to construct line equa-
tions by linear regressions (Fig. 3). For the Monte Carlo
simulations, given a HDLC target value, the SD was
calculated using these line equations.

CRP PRECISION ESTIMATES

For hsCRP, unlike TC and HDLC where extensive preci-
sion information is available from CAP, the precision
values used were based on a comprehensive performance
evaluation on many currently fielded hsCRP assays (13).
The precision data taken from this study are listed in
supplemental Table 3. In addition, the precision estimates
used in simulations (supplemental Table 4) were consis-
tent with an independent evaluation of hsCRP assay
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TC STANDARD DEVIATIONS
CONC. LOW MED. HIGH
28.6 1.7 21 2.7
34.8 1.9 2.5 3.0
41.9 2.3 29 42
62.1 2.7 4.1 5.6
59.7 2.7 4.3 5.7
HDLC imprecision vs. HDLC
concentration
7.0

SD (mg/dL)

1.0

25 35 45 55 65
Concentration (mg/dL)

Fig. 3. HDLC SDs vs concentration with CAP data.

The line equations were used to calculate the HDLC SD estimates for the low (;
R? = 0.964), medium (m; R? = 0.983), and high (A; R? = 0.975) imprecision
conditions.

performance (14). For low hsCRP concentrations (quin-
tiles 1 and 2), the SD was fixed, whereas for higher hsCRP
concentrations (quintiles 3-5), the SD was calculated from
the %CV.

D — %CV X concentration )
N 100 (2)

MONTE CARLO SIMULATIONS

Analyte target values were selected based on the center of
each of the bolded quintiles in Fig. 1. With those selections
along with low, medium, and high imprecision estimates,
5000 results per analyte per target value set were simu-
lated.

Results

The simulation results corresponding to low, medium,
and high assay imprecision conditions are shown in Table
1. Within a precision section (low, medium, or high SDs),
the target TC/HDLC and hsCRP quintiles chosen as true
values in simulation are listed along with the correspond-
ing target risk values. For given precision conditions and
quintile values, simulations were performed. Table entries
are of the form (no. of observations/RR value). A typical
table entry is shown below.
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TC/HDLC CRP  Target

Q.TILE Q.TILE risk RR1 RR2
3 3 29 4/1.7 618/21
RR3 RR4 RR5 RR6
20/2.5 3558/2.9 16/3.5 774/4.2
Percentage
RR7 RR8 Misclass misclass

3/5.1 7/6 7 0.14

Here, associated with TC/HDLC quintile 3 and hsCRP
quintile 3, the target risk value is 2.9. The table entries
indicate the number of observations within the target risk
area as well as the number of observations in surrounding
areas. In the example, there are 3558 observations at the
target 2.9 RR, 20 observations at RR 2.5, and so forth.
Another useful metric is percentage of misclassification,
defined as the percentage of observations made at two or
more quintiles, in either the hsCRP and/or TC/HDLC
direction, away from the target quintile. Of course, as the
assay imprecision increases, so does the percentage of
misclassification. In other words, as assay imprecision
increases so does the width of the RR distribution. Fig. 4
contains grids with the (no. of observations/RR) provided
for each quintile position of the model. The target TC/
HDLC and hsCRP values are based on the middle quintile
position (hsCRP = 3, TC/HDLC = 3). For the cells in Fig.
4 that are not shaded, there were no simulated results
observed within that region.

An interesting feature of the risk distributions is the
nonsymmetry about the target RR value of 2.9. Rather,
they are wider in the TC/HDLC direction. To understand
the nonsymmetric shape of the RR distribution, the mag-
nitude of the assay precision relative to the magnitude of
the quintile width must be considered. For low, medium,
and high imprecision, the SDs divided by the quintile
widths (expressed as a percentage) are listed in Table 2.
Because the SD relative to the quintile width is approxi-
mately two times wider for TC/HDLC than for hsCRP,
the distributions are wider in the TC/HDLC direction.

One source of the relatively large TC/HDLC variation
is that two components of error rather than one contribute
to the total error. Because the individual TC and HDLC
results are not considered in the risk analysis, but rather
the ratio, the effect of TC and HDLC variation on the
variation of the ratio must be considered. This variation
can be assessed by the method of propagation of error. In
the simulations, because the variable errors are uncorre-
lated, the expression relating the SD of a function of two
variables to the SD of the individual contributions of the
individual variables is given by (15):

(SD.)? = (82/6x)2 X (SD,)* + (82/8y)? X (SD,)?  (3)

Applying this equation to the TC/HDLC ratio provides
the following:

(SDrc/mpic)* = (1/HDLC)? X (SD1c)?
+ (TC/HDLC?*)? X (SDyprc)? (4)

1959

LOW IMPRECISION
hsCRP QUINTILE

1 2 3 4 5

1.4
TC/HDL
QUINTILE
2.0
4 2.9
5 4.2 5.0 6.0 72 8.7

MEDIUM IMPRECISION

hsCRP QUINTILE

TC/HDL
QUINTILE

HIGH IMPRECISION

hsCRP QUINTILE

1 2 4 5
1 10 | 22
1.4 3.0
TC/HDL
QUINTILE
20 42
4 29 6.0
5 42 87

Fig. 4. RR distributions at low, medium, and high assay imprecision.

The shaded regions correspond to quintile positions for which TC/HDLC and
hsCRP values were observed. The value on the left is the number of observa-
tions; the value on the right is the RR value. In all instances the target RR value
is 2.9.
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Evaluating Eq. 4 in quintile 3 for TC/HDLC at low
imprecision estimates provides the following result:

(SDTC/HDLC)2 = (1 /46~0)2
X (4.2)% + (200/46.0%)% X (2.3)? (5)
(SDTC/HDLC) =0.236

The observed precision for the simulation of 0.238
matches the theoretical prediction well.

By putting the variation data in terms of relative SDs
(supplemental Table 5), it can be seen that the variation of
the TC/HDLC ratio is greater than either the TC or HDLC
variations. In fact, the TC/HDLC CV is only slightly
greater than the HDLC CV. This can be understood by
considering the following equation (also derived from the
method of propagation of error). In this expression, the
higher of two terms within the square root brackets will
overpower the smaller term as the values are squared. In
other words, because HDLC has higher CVs, the HDLC
term will be more important.

%CVrc/mprc = (%CViuprc® + %CVrc?)? (6)

Simulation results with TC and HDLC duplication and
HDLC duplication only are contained in Table 3. Both
scenarios show similar distributions, indicating that
HDLC imprecision is more influential than TC impreci-
sion in the RR distributions.

Discussion
The RR distribution information in Table 1 suggests that
individuals within the very low and very high RR groups
are not as prone to errors in risk assessment as are
individuals in the middle region. Because the lowest and
highest quintile widths are the largest relative to assay
precision (Table 2), the chance of obtaining a result
outside these quintiles is lower. However, for individuals
within the middle risk areas, possibilities for underassign-

Table 2. (Assay SD/quintile width) x 100.?

Precision % Ratio

Chem Quintile Width Low Medium High Low Medium High
TC/HDLC 1 1.4 0.13 0.20 0.27 9.1 14.0 194

2 0.6 0.19 0.27 0.37 31.5 454 62.2
3 0.7 0.23 0.32 0.44 334 46.2 62.7
4 0.8 0.29 0.38 0.52 36.2 479 644
5 35 048 056 0.73 136 16.1 21.0
CRP 1 0.6 0.08 0.10 0.15 125 16.7 25.0
2 0.5 0.08 0.10 0.15 16.7 22.2 33.3
3 0.8 0.12 0.16 0.23 145 194 29.1
4 1.9 0.22 0.29 044 114 153 229
5 11.2 0.71 095 142 6.4 85 127

@ For each quintile for both hsCRP and TC/HDLC, the precision is compared
against the quintile width for all precision conditions (low, medium, and high).
The TC/HDLC ratio precision is clearly wider relative to quintile width than the
hsCRP.

Middleton: Cardiac Risk Assessment and Analytical Error

ing high risk and overassigning low risk exist because of
the wide risk distributions resulting from analytical vari-
ation. In Fig. 4 (high imprecision case) it can be seen that
for a true RR of 2.9, there are 21 of 5000 instances in which
a RR of 1.4 would have been reported. With a risk of 1.4,
a clinician may not recommend exercise and or smoking
cessation when a risk value of 2.9 may support these
courses of action. Conversely, in the same scenario, 71
instances of reporting a RR of 6.0 occurred. With a risk of
6.0, a clinician may recommend drug treatment (4) when
lifestyle changes may be a more appropriate course of
action. On the basis of these results, it is clear that
analytical variation can contribute to misclassification.

According to the Central Limit Theorem of statistics, to
effectively reduce assay imprecision multiple measure-
ments can be made. The simulation results indicate that
the width of the risk distributions in the hsCRP direction
would not benefit significantly from replication. How-
ever, in the TC/HDLC direction, assay replication would
be desirable. In keeping with this theory, duplicate mea-
surements in the simulations reduced the assay SDs by a
factor of the square root of 2. Table 3 contains the results
of duplicating TC and/or HDLC in the simulations and
shows that errors in risk were mitigated, in part, by
replicating the HDLC measurements. Duplication of TC
and/or HDLC reduced the number of observed instances
of a RR of 1.4 from 21 to 2. In addition, the number of
observed instances of a RR of 6.0 was reduced from 71 to
8, and in the medium imprecision case, misclassifications
went from 0.2% for the TC/HDLC quintiles 2 and 3 to
0.0% with HDLC-only duplication.

Although the trend of RR distribution width reduction
with replication holds, it is important to note here that the
effects of replication on the risk assessment process are
overestimated in the simulations. This is because it is
assumed that measurements are made across all of the
variables that contribute to the total imprecision. In prac-
tice it is not possible for an individual clinician to replicate
measurements over all influential variables. A reasonable
variance model for HDLC imprecision would include
instrument-to-instrument, calibration-to-calibration, re-
agent lot-to-reagent lot, sample preparation (for assays
using a HDLC separation step only), and within-run
components of variation. Because a clinician might repli-
cate only across calibrations and sample preparations, the
observed reductions in the RR distributions would be less
than predicted by these simulations. In addition, as men-
tioned previously, the width of the result distributions
increases with the inclusion of preanalytical sources of
variation and systematic errors such as those that result
from interferences.

On the basis of this analysis, it is clear that Monte Carlo
simulation is useful in relating analytical variability with
diagnostic utility. Varying analytical outcomes based on
reasonable performance metrics in the context of clinical
decision-making processes is important for improving
those processes.
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Table 3. Simulation results for low, medium, and high assay imprecision conditions measuring TC and HDLC in duplicate
and HDLC only in duplicate.?

TC and HDLC duplication

HDLC only duplication

Low
1

a0 s OWWWNNRP

5
Med
1

High

GO RPWWWNNRPRRPRBROOOOOMPDWWWNNPRR

o1

TC/HDLC hsCRP Target

Q.TILE® Q.TILE risk
imprecision
1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7

GO WkFRr ANOOWE AN ®WR

ium imprecision

1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7

OO wkFRr A~ANOOOWE AN WE

imprecision

1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7

WkE ANOIOWE AN ®WER

o1

Miscl

Percentage

[eleclelNolNeoNoNeoNolNoNolNolNolNeol [eleoleolNeolNolNeolNeoNoNolNolNolNolNo)

O OO OO0 o~ OO O

o

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.10
0.14
0.16
0.16
0.10
0.00
0.00
0.00
0.00
0.00

TC/HDLC hsCRP Target

Q.TILE Q.TILE risk

1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7

a0~ WWWNNRERPRPE
OO wkrRr ANOGOOWE BMANDOOWPRE

1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7
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1.0
1.4
2.2
1.7
2.5
2.0
2.9
4.2
3.5
5.1
4.2
6.0
8.7

OO0~ P WOWWWNNEREPRPPRP
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o1
o1

@ A total of 5000 risk assessment events were simulated for each quintile combination for each imprecision condition.
b Q.TILE, quintile; Misclass, misclassified.

Percentage

Miscla:
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[elecleclNeolNeolNoNolNolNoNolNolNolNol

= 00O O O

16
11
15

O OO WwWrR

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

0.00
0.00
0.00
0.10
0.02
0.32
0.22
0.30
0.02
0.06
0.00
0.00
0.00

The thoughtful critiques of this manuscript by Wajdi
Abdul-Ahad, Dennis Ashby, Rolf Hinzmann, Phil Martz,
Robert Parson, and Jeff Vaks were invaluable.
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